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## 1 Materials and Methods

### 1.1 Site Directed Mutagenesis

We performed site-directed mutagenesis of Ruminococcus flavefaciens strain FD1 chimeric cellulosomal proteins. A pET28a vector containing the previously cloned $R$. flavefaciens CohE from ScaE fused to cellulose-binding module 3a (CBM3a) from C. thermocellum, and a pET28a vector containing the previously cloned $R$. flavefaciens XMod-Doc from the CttA scaffoldin fused to the XynT6 xylanase from Geobacillus stearothermophilus ${ }^{11}$ were subjected to QuikChange mutagenesis to install the mutations described in the prior paper ${ }^{[2]}$. All mutagenesis products were confirmed by DNA sequencing analysis.

### 1.2 Expression and Purification of Cysteine-Mutated Xyn-XMod-Doc

The Xyn(T129C)-XMod-Doc protein was expressed in E. coli BL21 cells in kanamycin-containing media that also contained 2 mM calcium chloride, overnight at $16^{\circ} \mathrm{C}$. After harvesting, cells were lysed using sonication. The lysate was then pelleted, and the supernatant fluids were applied to a Ni-NTA column and washed with TBS buffer containing 20 mM imidazole and 2 mM calcium chloride. The bound protein was eluted using TBS buffer containing 250 mM imidazole and 2 mM calcium chloride. The solution was dialyzed with TBS to remove the imidazole, and then concentrated using an Amicon centrifugal filter device and stored in $50 \%$ (v/v) glycerol at $\sim 20^{\circ} \mathrm{C}$. The concentrations of the protein stock solutions were determined to be $\sim 5 \mathrm{mg} / \mathrm{mL}$ by absorption spectrophotometry.

### 1.3 Expression and Purification of Coh-CBM and mutated Coh-CBM C63S

The Coh-CBM (C63S) fusion protein was expressed in E. coli BL21(DE3) RIPL in kanamycin and chloramphenicole containing ZYM- 5052 media ${ }^{33}$ overnight at $22^{\circ} \mathrm{C}$. After harvesting, cells were lysed using sonication. The lysate was then pelleted, and the supernatant fluids were applied to a Ni-NTA column and washed with TBS buffer. The bound protein was eluted using TBS buffer containing 200 mM imidazole. Imidazole was removed with a polyacrylamide gravity flow column. The protein solution was concentrated with an Amicon centrifugal filter device and stored in $50 \%(\mathrm{v} / \mathrm{v})$ glycerol at $-80^{\circ} \mathrm{C}$. The concentrations of the protein stock solutions were determined to be $\sim 5 \mathrm{mg} / \mathrm{mL}$ by absorption spectrophotometry.

### 1.4 Sample Preparation

Cantilevers and cover glasses were functionalized according to previously published protocols ${ }^{44}$. Briefly, cantilevers and cover glasses were cleaned by UV-ozone treatment and piranha solution, respectively. Levers and glasses were silanized using (3-aminopropyl)-dimethyl-ethoxysilane (APDMES) to introduce surface amine groups. Amine groups on the cantilevers and cover glasses were subsequently conjugated to a 5 kDa NHS-PEG-Mal linker in sodium borate buffer. Disulfide-linked dimers of the Xyl-XMod-Doc proteins were reduced for 2 hours at room temperature using a TCEP disulfide reducing bead slurry. The protein/bead mixture was rinsed with TBS measurement buffer, centrifuged at 850 rcf for 3 minutes, and the supernatant was collected with a micropipette. Reduced proteins were diluted with measurement buffer (1:3 (v/v) for cantilevers, and 1:1 (v/v) for cover glasses), and applied to PEGylated cantilevers and cover glasses for 1 h . Both cantilevers and cover glasses were then rinsed with TBS to remove
unbound proteins, and stored under TBS prior to force spectroscopy measurements. Site specific immobilization of the Coh-CBM-ybbR fusion proteins to PEGylated cantilevers or coverglasses was carried out according to previously published protocols ${ }^{5}$. Briefly, PEGylated cantilevers or coverglasses were incubated with Coenzyme A (CoA) ( 20 mM ) stored in coupling buffer for 1 h at room temperature. Levers or surfaces were then rinsed with TBS to remove unbound CoA. Coh-CBM-ybbR fusion proteins were then covalently linked to the CoA surfaces or levers by incubating with Sfp phosphopantetheinyl transferase for 2 hours at room $37^{\circ}$. Finally, surfaces or levers were subjected to a final rinse with TBS and stored under TBS prior to measurement.

### 1.5 Single Molecule Force Spectroscopy Measurements

SMFS measurements were performed on a custom built AFM controlled by an MFP-3D controller from Asylum Research running custom written Igor Pro (Wavemetrics) software. Cantilever spring constants were calibrated using the thermal noise / equipartition method. The cantilever was brought into contact with the surface and withdrawn at constant speed ranging from $0.2-6.4 \mu \mathrm{~m} / \mathrm{s}$. An x-y stage was actuated after each force-extension trace to expose the molecules on the cantilever to a new molecule at a different surface location with each trace. Typically 20,000-50,000 force-extension curves were obtained with a single cantilever in an experimental run of 18-24 hours. A low molecular density on the surface was used to avoid formation of multiple bonds. While the raw datasets contained a majority of unusable curves due to lack of interactions or nonspecific adhesion of molecules to the cantilever tip, select curves showed single molecule interactions with CBM and Xyn unfolding length increments. We sorted the data using a combination of automated data processing and manual classification by searching for contour length increments that matched the lengths of our specific protein fingerprint domains: the xylanase ( $\sim 89 \mathrm{~nm}$ ) and the CBM ( $\sim 56 \mathrm{~nm}$ ). After identifying these specific traces, we measured the loading rate dependency of the final Doc:Coh ruptures based on bond history.

### 1.6 Data Analysis

Data were analyzed using slight modifications to previously published protocols ${ }^{[4617}$. Force extension traces were transformed into contour length space using the QM-FRC model with bonds of length $b=0.11 \mathrm{~nm}$ connected by a fixed angle $\gamma=41^{\circ}$ and and assembled into barrier position histograms using cross-correlation. For the loading rate analysis, the loading rate at the point of rupture was extracted by applying a line fit to the force vs. time trace in the immediate vicinity prior to the rupture peak. The loading rate was determined from the slope of the fit. The most probable rupture forces and loading rates were determined by applying probability density fits to histograms of rupture forces and loading rates at each pulling speed.

### 1.7 Molecular Dynamics Simulations

Connecting dynamics to structural data from diverse experimental sources, molecular dynamics simulations allow one to explore off-equilibrium properties of protein structure complexes in unparalleled detail ${ }^{[8]}$. More specifically molecular dynamics simulations have always been viewed as a general sampling method for the study of conformational changes ${ }^{99}$. The structure of the XMod-Doc:Coh complex had been solved by means of X-ray crystallography at $1.97 \AA$ resolution and is available at the protein data bank (PDB:4IU3). The system was then solvated and the net charge of the protein and the calcium ions was neutralized using sodium atoms as counter-ions,
which were randomly arranged in the solvent. Total system size was approximately 580 k atoms. The MD simulations in the present study were performed employing the molecular dynamics package NAMD ${ }^{1011]}$. The CHARMM36 force field ${ }^{[1213]}$ along with the TIP3 water model ${ }^{[14]}$ was used to describe all systems. The simulations were carried out assuming periodic boundary conditions in the NpT ensemble with temperature maintained at 300 K using Langevin dynamics for pressure, kept at 1 bar, and temperature coupling. A distance cut-off of $11.0 \AA$ was applied to short-range, non-bonded interactions, whereas long-range electrostatic interactions were treated using the particle-mesh Ewald (PME $)^{155}$ method. The equations of motion were integrated using the r-RESPA multiple time step scheme ${ }^{\sqrt{11}}$ to update the van der Waals interactions every two steps and electrostatic interactions every four steps. The time step of integration was chosen to be 2 fs for all simulations performed. The first two nanoseconds of the simulations served to equilibrate systems before the production runs, which varied from 200 ns to $1.3 \mu \mathrm{~s}$ in the different simulations. To characterize the coupling between dockerin and cohesin, we performed SMD simulations ${ }^{166}$ of constant velocity stretching (SMD-CV protocol) with pulling speed of $0.25 \AA / \mathrm{ns}$. In all simulations, SMD was employed by restraining the position of one end of the XMod-Doc domain harmonically, and moving a second restraint point, at the end of the Coh domain, with constant velocity in the desired direction. The procedure is equivalent to attaching one end of a harmonic spring to the end of a domain and pulling on the other end of the spring. The force applied to the harmonic pulling spring is then monitored during the time of the molecular dynamics simulation. All analyses of MD trajectories were carried out employing $\mathrm{VMD}^{17}$ and its plugins. Surface contact areas of interacting residues were calculated employing Volarea ${ }^{[18}$ implemented in VMD. The area is calculated using a probe radius defined as an in silico rolling sphere that is scanned around the area of the dockerin exposed to the cohesin and also the cohesin area exposed to the dockerin. The Network View plugin ${ }^{[19}$ on $V_{M D}{ }^{[17]}$ was employed to perform dynamical network analysis. A network was defined as a set of nodes, all $\alpha$-carbons, with connecting edges. Edges connect pairs of nodes if corresponding monomers are in contact, and 2 nonconsecutive monomers are said to be in contact if they fulfill a proximity criterion, namely any heavy atoms (nonhydrogen) from the 2 monomers are within $4.5 \AA$ of each other for at least $75 \%$ of the frames analyzed. As suggested by Sethi et al. ${ }^{[20,}$, nearest neighbors in sequence are not considered to be in contact as they lead to a number of trivial suboptimal paths. The dynamical networks were constructed from 20 ns windows of the total trajectories sampled every 400 ps . The probability of information transfer across an edge is set as $w_{i j}=-\log \left(\left|C_{i j}\right|\right)$, where $C_{i j}$ is the correlation matrix calculated with Carma ${ }^{21]}$. Using the Floyd-Warshall algorithm, the suboptimal paths were then calculated. The tolerance value used for any path to be included in the suboptimal path was $-\log (0.5)=0.69$. To calculate the relevance of off-diagonal terms in the correlation matrix we employed Carma to calculate a correlation matrix where $x y z$ components of each atom were considered independently.

## 2 Protein Sequences

Sequences of protein constructs used in this work are listed here. Domains as well as engineered tags and residues are color-coded.

### 2.1 HIS-Xyn(T128C)-XDoc

X-module
Dockerin type III

Xylanase
Linker or extra residues

MSHHHHHHKNASYAKKPHISALNAPQLDQRYKNEFTIGA A V E P Y Q L Q N E K D V Q M L K R H F N S I V A E N V M K P I S I Q P E E G F N F E Q A D R I V K F A K A N G M D I R F H T L V W H S Q V P Q W F F L D K E G K P M V N E C D P V K R E Q N K Q L L L K R L E T H I K T I V ERYK D D K Y W DVVNEVVGDDGKLRNSPWYQIAGIDYIKVAFQAARKYG G D N I K L Y M N D Y N T E V E P K R T A L Y N L V K Q L K E E G V P I D G I G H Q S H I Q I G W P S EAE I E K T I N M FAALGLDNQITELDVSMYG W P P R A Y P T Y D A I P K Q K F L D Q A A R Y D R L F K L Y E K L S D K $\operatorname{S}$ N V T F W G I A D N H T W L D S R A D V Y Y D A N G N V V V D P N A P Y A K V E K G K G K D A P F V F G P D Y K V K P A Y W A I I D H K V V P N T V T S A V K Q Y V E I E S V D G F Y F N T E D K F D T A Q I K K A V L H T V Y N E G Y T G D D G V A V V L R E Y E S E P V D I T A E L T G D A T P A N T Y K A V E N K F D Y E I P V Y Y N N A T L K D A E G N D A T V T V Y I G L K G D T D L N N I V D G R D A T A T L TYYAATSTMGKDTTVALSPSTLVGGNPESVYDD FSAFLSDVKVDAGKELTRFAKKAERLIDGRDASSILTFYT K S S V D Q Y K D MAANEPNKLWDIVTGDAEEE

### 2.2 Coh-CBM(C2A,C63S)-HIS-ybbR

## CohIII

CBM (C2A, C63S)
ybbR-Tag
Linker or extra residues

MGTALTDRGMTYDLDPKDGSSAATKPVLEVTKKVFDTAAD A A G Q TVTVEFKVSGAEGKYATTGYHIYWDERLEVVATKTG A Y A K K G A ALEDS S LAKAENNGNGVFVASGADDDFGAD GVM W TVELKV PADAKAGDVYPIDVAYQWDPSKGDLFTDNKDSA Q GKLMQAYFFTQGIKSSSNPSTDEYLVKANATYADGYIAI K A GEPGSVVPSTQPVTTPPATTKPPATTIPPSDDPNAMAN T P V S G N L K V E F Y N S N P S D T T N S I N P Q F K V T N T G S S A I D L K L T L R Y Y Y T V D G Q K D Q T F W S D H A A I I G S N G S Y N G I T S N V K GTEVKMSSSTNNADTYLEISFTGGTLEPGAHVQIQGRFAK N D W S N Y T Q S N D Y S F K S A S Q F V E W D Q V T A Y L N G V L V W G K E P G E L K L P R S R H H H H H H G S L E V L F Q G P D S L E F I A S K L A
2.3 CBM(T2C)-Coh-HIS

CBM (T2C)
CohIII
Linker or extra residues

MCNTPVSGNLKVEFYNSNPSDTTNSINPQFKVTNTGSSAI D L S K L T L R Y Y Y T V D G Q K D Q T F WCD HAAI I G S N G S Y NGITS

```
N V K G T F V K M S S S T N N A D T Y L E I S F T G G T L E P G A H V Q I Q G R
FAKN D W SN Y T Q S N D Y S F K S A S Q F V E W D Q V T A Y L N GV L V W G
KEPGGSVV P S T Q P V T T P P A T T K P P A T T I P P S D D PNA M A L T
D R G M T Y DLD PKDGSSAATKPVLEVTKKVFDTAA DAAG Q T V
T V E F K V S G A E G K Y A T T G Y H I Y W D E R L E V V A T K T G A Y A K K G
A A L E D S SLA KAENN GNGV F V A SGAD D D FGA D GV M WTV E L K
V PA D A K A G DV Y P I DV A Y Q W D P SKG D L F T DNK D S A Q GK L M Q
A YF FTQGIKSSSNPST D E Y L V KANATYADGYI AIKAGEP L
E H H H H H H
```


## 3 Supplementary Discussion

The Pearson correlation matrices of the Xmod-Doc:Coh complex before and after applying force in the native pulling configuration are presented in Supplementary Figure S3 and S4, respectively. For the unloaded complex, movements within Doc domain are highly correlated, while XMod is divided into two anti-correlated sub-domains, one comprising the $\beta$-sheet fragment close to the $N$-terminus (residues $5-15$ and 45-66) and the other constituting the rest of the domain. Intra-domain correlations of Coh exhibit more a complex pattern to which both secondary (anti-parallel $\beta$-strands and $\beta$-sheet at the binding interface) and tertiary structure (vicinity of C- and N-termini) contribute. Some of the inter-domain correlations in the complex originate from spatial vicinity and direct interactions, specifically at the Doc:Coh binding interface and XMod contacts with Doc inserts. However, coupling between distant parts of the complex is also present. For example, fluctuations of the non-binding part of Coh are correlated with the N-terminal part of XMod and strongly anti-correlated with Doc domain.

## 4 Supplementary Notes

### 4.1 Bell-Evans Model

The Bell-Evans model ${ }^{[22}$ is commonly used to estimate the distance to the transition state $\Delta x$ and the natural off-rate $k_{0}$ of mechanically induced receptor ligand dissociation from singlemolecule force spectroscopy experiments. It predicts that the most probable rupture force $\langle F\rangle$ is linearly dependent on the logarithm of the force loading rate:

$$
\begin{equation*}
\langle F(r)\rangle=\frac{k_{B} T}{\Delta x} \ln \frac{\Delta x \cdot r}{k_{0} k_{B} T} \tag{S1}
\end{equation*}
$$

where $k_{B}$ is Boltzmann's constant, $T$ is the temperature and $r$ is the loading rate at the point of rupture.

The probability density distribution of rupture forces at given loading rate $r$ in Bell-Evans picture is given as:

$$
\begin{equation*}
p(F)=\frac{k_{0}}{r} \exp \left[\frac{\Delta x}{k_{B} T} F-\frac{k_{0} \cdot k_{B} T}{\Delta x \cdot r}\left(e^{\frac{\Delta x}{k_{B} T} F}-1\right)\right] \tag{S2}
\end{equation*}
$$

### 4.2 Dudko-Hummer-Szabo Model

The Dudko-Hummer-Szabo (DHS) ${ }^{23 \mid 24}$ model describes a non-linear dependence for the most probable rupture force on loading rate:

$$
\begin{equation*}
\langle F(r)\rangle=\frac{\Delta G}{\nu \Delta x}\left\{1-\left[\frac{k_{B} T}{\Delta G} \ln \left(\frac{k_{B} T k_{0}}{\Delta x r} e^{\frac{\Delta G}{k_{B} T}+\gamma}\right)\right]^{\nu}\right\} \tag{S3}
\end{equation*}
$$

where $\Delta G$ is the free energy of activation and $\gamma=0.577$ is the Euler-Mascheroni constant. The model parameter $\nu$ defines the single-well free-energy surface model used $\left(\nu=\frac{2}{3}\right.$ for linear-cubic and $\frac{1}{2}$ for cusp free-energy. For $\nu=1$ and $\Delta G \rightarrow \infty$ independent of $\nu$ the phenomenological Bell-Evans theory is recovered.

### 4.3 Pearson Correlation and covariance matrix

### 4.3.1 Validation

A $N \times N$ matrix of Pearson correlation coefficients $C_{i j}$ (Supplementary Eq. S4) was calculated from each atoms' $x y z$ position throughout the simulation trajectory, which inherently ignores off-diagonal elements of the atomic $3 \times 3$ submatrices $D_{i j}^{m n}$ from the full normalized $3 N \times 3 N$ covariance matrix (i.e. correlations along orthogonal axes are neglected, see Supplementary Eqs. (S5) and (S6) and Supplementary Fig S8.

Although this quasi-harmonic approximation is commonly employed in correlation analysis ${ }^{1925 \cdot \mid 29]}$, it is not a priori justified for complicated biomolecular interactions ${ }^{30}$. To validate the use of Pearson correlations, we therefore first analyzed independently the contributions from diagonal and off-diagonal elements of each $3 \times 3$ covariance submatrix for each pair of $\alpha$-carbons within the structure (Fig. S9A and B). Both with and without applied force, the off-diagonal elements roughly follow Gaussian distributions centered around a correlation value of 0 . Interestingly, as force was applied, the standard deviation of the distribution of off-diagonal correlation values decreased from $\sigma_{\text {unloaded }}=0.45$ to $\sigma_{\text {loaded }}=0.29$. This indicated a lesser influence of off-diagonal elements on the highly (anti-)correlated motion within the system under force (see Supplementary Discussion 3). The diagonal elements of the sub-matrices that are used for calculating the Pearson correlation values showed a dramatically different behavior. Both in the unloaded and loaded state, the resulting distributions were strongly shifted towards highly correlated motion, and the shape of the distribution remained mostly unchanged after application of force. Since our analysis relies on the identification of paths of highest correlation through proximate residues, the quasi-harmonic approximation implied by the use of Pearson correlation is justified, especially for suboptimal pathway analysis. The resulting distributions of on- and off-diagonal matrix elements of each covariance submatrix for the loaded configuration HF class (Fig. $\mathrm{SNAA}^{\mathrm{A}}$ ) and LF class (Fig. $\mathrm{SNBB}^{2}$ ) exhibited the same characteristics as previously described for the native configuration, with off-diagonal elements showing symmetric correlations around zero and diagonal elements showing highly correlated motions.

### 4.3.2 Supplementary Equations

The Pearson correlation coefficient $C_{i j}$ used in our dynamical network analysis protocol is given by:

$$
\begin{equation*}
C_{i j}=\frac{\left\langle\Delta \mathbf{r}_{i}(t) \cdot \Delta \mathbf{r}_{j}(t)\right\rangle}{\left(\left\langle\Delta \mathbf{r}_{i}(t)^{2}\right\rangle\left\langle\Delta \mathbf{r}_{j}(t)^{2}\right\rangle\right)^{\frac{1}{2}}} \tag{S4}
\end{equation*}
$$

where $\Delta \mathbf{r}_{i}(t)=\mathbf{r}_{i}(t)-\left\langle\mathbf{r}_{i}(t)\right\rangle$.

The full $3 N \times 3 N$ covariance matrix $M_{i j}$ for atoms $i$ and $j$ consists of $3 \times 3$ submatrices of the form:

$$
\left\langle\Delta \mathbf{r}_{i}(t) \Delta \mathbf{r}_{j}(t)^{T}\right\rangle=M_{i j}=\left(\begin{array}{ccc}
M_{i j}^{x x} & M_{i j}^{x y} & M_{i j}^{x z}  \tag{S5}\\
M_{i j}^{y x} & M_{i j}^{y y} & M_{i j}^{y z} \\
M_{i j}^{z x} & M_{i j}^{z y} & M_{i j}^{z z}
\end{array}\right)
$$

The full normalized correlation matrix is calculated from $M_{i j}$ :

$$
\begin{equation*}
D_{i j}^{m n}=\frac{M_{i j}^{m n}}{\sqrt{M_{i j}^{m m} M_{i j}^{n n}}} \tag{S6}
\end{equation*}
$$

Consequently, the Pearson correlation coefficient is calculated as the trace of the normalized $3 \times 3$ submatrices $\left(C_{i j}=\operatorname{Tr} D_{i j}\right)$.

### 4.3.3 Derivation of Main Text Equation 2

Eq. 1 from the main text reads:

$$
\begin{equation*}
\left\langle\Delta \mathbf{r}_{i} \Delta \mathbf{r}_{j}^{T}\right\rangle=k_{B} T \frac{\partial \mathbf{r}_{j}}{\partial \mathbf{F}_{i}} \tag{S7}
\end{equation*}
$$

Combining Eqs. (S7) and (S4) yields:

$$
\begin{equation*}
C_{i j}=k_{B} T \frac{\partial \mathbf{r}_{j}}{\partial \mathbf{F}_{i}} \cdot\left(\left\langle\Delta \mathbf{r}_{i}^{2}(t)\right\rangle\left\langle\Delta \mathbf{r}_{j}^{2}(t)\right\rangle\right)^{-\frac{1}{2}} \tag{S8}
\end{equation*}
$$

For an arbitrary potential $U_{i}(\mathbf{r})$ of atom $i$, a Taylor expansion around the potential minimum (set to be at 0 ) yields:

$$
\begin{equation*}
U_{i}(\mathbf{r})=0+\underbrace{\mathbf{r}_{i}^{T} \nabla U(0)}_{=0}+\frac{1}{2} \mathbf{r}_{i}^{T} \underline{H}(0) \mathbf{r}_{i}+\ldots \tag{S9}
\end{equation*}
$$

where $\underline{H}(0)$ is the Hessian matrix evaluated at the potential minimum. Assuming Schwarz' theorem holds for $U_{i}(\mathbf{r}), \underline{H}(0)$ is a symmetric matrix and therefore has real eigenvalues and orthonormal eigenvectors. Hence, a change to the eigenbasis of $\underline{H}(0)$ is a rotation of the coordinate system. In this new basis the Hessian is diagonal:

$$
\underline{H}(0) \rightarrow \underline{H}^{\prime}(0)=\left(\begin{array}{ccc}
k_{x^{\prime}} & 0 & 0  \tag{S10}\\
0 & k_{y^{\prime}} & 0 \\
0 & 0 & k_{z^{\prime}}
\end{array}\right)
$$

This yields a simple expression for the second order term in Eq. S9):

$$
\begin{equation*}
U_{i}\left(\mathbf{r}^{\prime}\right)=\frac{1}{2} \mathbf{r}^{\prime T} \underline{H}^{\prime}(0) \mathbf{r}^{\prime}=\frac{1}{2}\left(k_{x^{\prime}} x^{\prime 2}+k_{y^{\prime}} y^{\prime 2}+k_{z^{\prime}} z^{\prime 2}\right) \tag{S11}
\end{equation*}
$$

Now we inspect the normalization of $C_{i j}$ :

$$
\begin{equation*}
\left\langle\Delta \mathbf{r}_{i}^{2}(t)\right\rangle=\left\langle\mathbf{r}_{i}^{2}(t)-2 \mathbf{r}_{i}(t)\left\langle\mathbf{r}_{i}(t)\right\rangle+\left\langle\mathbf{r}_{i}(t)\right\rangle^{2}\right\rangle \tag{S12}
\end{equation*}
$$

In the harmonic approximation of the potential of atom $i,\left\langle\mathbf{r}_{i}(t)\right\rangle=0$, and therefore $\left\langle\Delta \mathbf{r}_{i}(t)^{2}\right\rangle=$ $\left\langle\mathbf{r}_{i}^{2}(t)\right\rangle$. In the basis of $\underline{H}^{\prime}(0)$ this becomes:

$$
\begin{equation*}
\left\langle\mathbf{r}_{i}^{\prime 2}(t)\right\rangle=\left\langle x_{i}^{\prime}(t)^{2}+y_{i}^{\prime}(t)^{2}+z_{i}^{\prime}(t)^{2}\right\rangle=\left\langle x_{i}^{\prime}(t)^{2}\right\rangle+\left\langle y_{i}^{\prime}(t)^{2}\right\rangle+\left\langle z_{i}^{\prime}(t)^{2}\right\rangle \tag{S13}
\end{equation*}
$$

Applying the equipartition theorem to this result yields:

$$
\begin{equation*}
\left\langle x_{i}^{\prime}(t)^{2}\right\rangle=\frac{k_{B} T}{k_{x_{i}}^{\prime}} \tag{S14}
\end{equation*}
$$

And therefore:

$$
\begin{equation*}
\left\langle\Delta \mathbf{r}_{i}^{\prime}(t)^{2}\right\rangle=k_{B} T\left(\frac{1}{k_{x_{i}}^{\prime}}+\frac{1}{k_{y_{i}}^{\prime}}+\frac{1}{k_{z_{i}}^{\prime}}\right)=\frac{k_{B} T}{k_{i, e f f}^{\prime}} \tag{S15}
\end{equation*}
$$

Plugging this result into Eq. (S8), one finds:

$$
\begin{equation*}
C_{i j}=k_{B} T \frac{\partial \mathbf{r}_{j}}{\partial \mathbf{F}_{i}} \cdot\left(\frac{k_{B} T}{k_{i, e f f}^{\prime}}\right)^{-\frac{1}{2}}\left(\left\langle\Delta \mathbf{r}_{j}(t)^{2}\right\rangle\right)^{-\frac{1}{2}} \tag{S16}
\end{equation*}
$$

Repeating the above steps for atom $j$ yields the final result:

$$
\begin{align*}
C_{i j} & =k_{B} T \frac{\partial \mathbf{r}_{j}}{\partial \mathbf{F}_{i}} \cdot\left(\frac{k_{B} T}{k_{i, e f f}^{\prime}}\right)^{-\frac{1}{2}}\left(\frac{k_{B} T}{k_{j, e f f}^{\prime}}\right)^{-\frac{1}{2}}  \tag{S17}\\
& =\frac{\partial \mathbf{r}_{j}}{\partial \mathbf{F}_{i}} \cdot \sqrt{k_{i, e f f}^{\prime} \cdot k_{j, e f f}^{\prime}} \tag{S18}
\end{align*}
$$

## 5 Supplementary Figures



Fig. S1: SMFS of the non-native low force curve class. A Typical unfolding fingerprints. All traces showed a characteristic Xyn fingerprint (blue). A $17-19 \mathrm{~nm}$ increment corresponding to partial Nterminal Coh unfolding (orange) occurs either prior to Xyn unfolding (traces 1-4), or just before complex rupture (trace 5). It was observed as a single event (traces 1,3 and 5 ) or showed substructure (traces 2 and 4). B Traces were grouped and assembled into contour length histograms. One or more of the unassigned increments combined into a $17-19 \mathrm{~nm}$ increment.


Fig. S2: Comparing the native geometry with the non-native high force class. Two exclude uncertainties in cantilever calibration when comparing the native geometry with the non-native HF class, we immobilized both Coh-CBM (native) and CBM-Coh (non-native) on two spatially separated spots on a single cover glass. These spots where then alternately probed with the same Xyn-XMod-Doc functionalized cantilever.


Fig. S3: Heat maps of the Pearson Correlation coefficient $\left(C_{i j}\right)$ of the unloaded Xmod-Doc:Coh complex. $\alpha$-helices and $\beta$-strands are highlighted with brown and orange rectangles, respectively. Black circles indicate binding residues from the Coh and Doc binding interface.


Fig. S4: Heat maps of the Pearson Correlation coefficient $\left(C_{i j}\right)$ of the Xmod-Doc:Coh complex loaded with force in the native pulling geometry. $\alpha$-helices and $\beta$-strands are highlighted with brown and orange rectangles, respectively. Black circles indicate binding residues from Coh and Doc binding interfaces and orange circles represent residues on the force propagation path.


Fig. S5: Force propagation pathway through the loaded XMod-Doc:Coh complex in the native pulling geometry (N-terminal pulling of Xmod-Doc, C-terminal pulling of Coh) obtained from dynamical network analysis. Residues belonging to Xmod, Doc and Coh are colored in yellow, red and blue, respectively. Connecting lines between residues represent edges identified in our Network Analysis protocol and constitute the suboptimal paths between the pulling points. Edge thickness represents the number of suboptimal paths going through the edge.

Fig. S6: Force propagation pathway through the loaded XMod-Doc:Coh complex in the non-native pulling geometry (N-terminal pulling of Xmod-Doc, N-terminal pulling of Coh) showing high-force unbinding characteristics and no C-terminal Coh unfolding. Residues belonging to Xmod, Doc and Coh are colored in yellow, red and blue, respectively. Connecting lines between residues represent edges identified in our Network Analysis protocol and constitute the suboptimal paths between the pulling points. Edge thickness represents the number of suboptimal paths going through the edge.


Fig. S7: Force propagation pathway through the loaded XMod-Doc:Coh complex in the non-native pulling geometry (N-terminal pulling of Xmod-Doc, N-terminal pulling of Coh) showing low-force unbinding characteristics and partial N-terminal Coh unfolding. Residues belonging to Xmod, Doc and Coh are colored in yellow, red and blue, respectively. Connecting lines between residues represent edges identified in our Network Analysis protocol and constitute the suboptimal paths between the pulling points. Edge thickness represents the number of suboptimal paths going through the edge.

Fig. S8: Full unnormalized covariance Matrix $M_{i j}$ for a five atom system from which the full normalized covariance matrix is calculated according to Eq. S6. On- and off-diagonal elements from one of the atomic submatrices are highlighted in yellow and blue, respectively.


Fig. S9: Histograms showing contributions of diagonal and off-diagonal terms of the full covariance matrix elements fulfilling proximity criteria for $\mathbf{A}$ the native unloaded and $\mathbf{B}$ the native loaded scenario.


Fig. S10: Histograms showing contributions of diagonal and off-diagonal terms of the full covariance matrix elements fulfilling proximity criteria for $\mathbf{A}$ the non-native HF and $\mathbf{B}$ the non-native LF scenario.

| 4IU3 | EGK.YATTGYHIYWDER.LEVVATK..TG....AY.AKKGAALED | SS . . . LAKAENN | 104 |
| :---: | :---: | :---: | :---: |
| 2ZF9 | ADK.YAATGLHIQFDPK.LKLIPDE..DG....AL.ATAGRAARL | LE. . . LKKAEAD | 97 |
| 4N2O | DXQ.WNXCGIHIIYPDI.LKPEXK...DP.EERTVAFQKGDALEA | .at. . .GIVCXEW | 106 |
| 1ANU | PSKGIANCDFVFRYDPNVLEIIG............. ${ }^{\text {a }}$ (DPGDII.VDP | . .NPTKSFDTAIY | 69 |
| 1TYJ | T.N.FSGYQFNIKYNTTYLQPWDTIADEAYT.DSTMPDYGTLLQGR. | FNA. .TDMSKHN | 80 |
| 2B59 | K.N.FAGFQVNIVYDPKVLMAVDPETGKEFT.SSTFPPGRTVLKNN. | AYGP . . IQIADND | 83 |
| conservation |  | - |  |


| 4IU3 | .G. . . . . . . . . . .NGVFVASGA . | DD...D....FG.ADGVXWTVELKVPADAKAGDV | 140 |
| :---: | :---: | :---: | :---: |
| 2ZF9 | TD............ ${ }^{\text {a }}$ SFFTATGS | . ST. . .N....NG.KDGVLWSFVLQVPADAQPGDK | 134 |
| 4N2O | . QEGLPPVLTENKKGCLFLTAXF. | . SG . . . N. . . . QG. GEGDXATFRFKVPDNAEPGAV | 154 |
| 1 ANU | PD.R..........KIIVFLFAED | SGTG.AY . . . . . AITKDGVFAKIRATVKSSA. . . . P | 108 |
| 1TYJ | LS.Q......... . GVLNFGRLY. | .MNLSAYRASGKPE.STGAVAKVTFKVIKEIPA..E | 124 |
| 2B59 | PE.K..........GILNFALAY. | .SYIAGYKETGVAE.ESGIIAKIGFKILQKK....S | 125 |
| conservation | - •••••••••••••••••• |  |  |



| 4IU3 | VKANATYADGY.I.AIKA | 206 |
| :---: | :---: | :---: |
| 2ZF9 | .QGY.I.QVES | 181 |
| 4N2O | GGT.I.TVEL | 193 |
| 1ANU | DGG. VNV | 138 |
| 1TYJ | QPGLI. YPK. | 170 |
| 2B59 | QPDVL.SL. | 166 |
| conservation | -••••••••••••••• |  |

Fig. S11: Structure-aligned sequences of six crystallized cohesins. Residues on the force propagation path are highlighted in yellow. Arrows indicate binding residues. Residue conservation is color coded from blue - lack of conservation, to red - residue fully conserved. Crystal structures used: 4IU3 ScaE Rf FD-1, 2ZF9 ScaE $R f$ strain 17, 4N2O CohG $R f$ FD-1, 1ANU CohC2 CipC Ct, 1TYJ CohA11 ScaA Bc, 2B59 SdbA Ct.


Fig. S12: Structure and sequence conservation of the force propagation pathway residues in Coh. CohE from the ScaE cell anchoring protein, $R f$ FD-1 used in this work (PDB 4IU3) is highlighted in green. Highly homologous structures of CohE from $R f$ strain 17 (PDB 2ZF9) and Coh G from $R f$ FD-1 (PDB 4A2O) are colored in orange and yellow, respectively. Residues lying in force propagation path are showed as sticks. XDoc from CttA $R f$ FD-1 scaffold used in this work is shown in gray.
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